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Abstract. A new method of texture classification comprising two
processing stages, namely a low-level evolutionary feature extrac-
tion based on Gabor wavelets and a high-level neural network
based pattern recognition, is proposed. The design of these stages
is motivated by the processes involved in the human visual system:
low-level receptors responsible for early vision processing and the
high-level cognition. Gabor wavelets are used as extractors of “low-
level” features that feed the feature-adaptive adaptive resonance
theory (ART) neural network acting as a high-level “cognitive sys-
tem.” The novelty of the model developed in this paper lies in the
use of a self-organizing input layer to the fuzzy ART. Evaluation of
the model is performed by using natural textures, and results ob-
tained show that the developed model is capable of performing the
texture recognition task effectively. Applications of the developed
model include the study of artificial vision systems motivated by the
human visual system model. © 1997 SPIE and IS&T.
[S1017-9909(97)00403-0]

1 Introduction

layer. This is to ensure a self-expanding evolutionary
model of an artificial vision system motivated by the hu-
man visual system.

The proposed scheme starts by learning simple fre-
quency components. As the test environment becomes
more complex, the system augments and refines itself by
employing more feature extractors at the input layer. This
arrangement ensures a robust functioning of the proposed
system in a random environment and reduces the computa-
tional burden in real-time applications.

The proposed system has been tested using up to 50
natural textures. Results obtained show that the Gabor
wavelets/feature-adaptive ART system can be used for tex-
ture classification.

The organization of the rest of the paper is as follows:
Section 2 reviews the fuzzy ART system; Section 3 de-
scribes the proposed system; the results of simulation and a

Texture analysis plays an important role in vision researchdiscussion are presented in Section 4; and a summary of the
and is an important feature of object recognition and clas-Work is given in Section 5.

sification. There have been several attempts to develop sys-

tems based on the multi-channel model of the human visual2 Fuzzy Adaptive Resonance Theory

system(HVS).!™® Such attempts have been facilitated by The adaptive resonance theof§RT) network was first

the notion of Gabor functions having properties similar to developed by Carpenter and Grossberg in the 1880w
the receptive field é)roﬁle of the simple cells found in the jnitial network, ART1, is capable of processing binary in-

visual cortex of cat&’

been proven to be powerful tools in texture analy$is.

More recently, Gabor wavelets have pyts only, but subsequent networks, ART2 and ART3,

added capabilities of handling continuous valued infdts.

Most of the works in HVS-based vision research, how- Fyzzy ART, which has similar architecture as ART1, can
ever, are limited to the investigation of the properties of the process continuous-valued data like ART2 and ARY3.
low-level cells and are concentrated at the feature extrac-Fyrthermore, fuzzy ART has a fast and stable learning

tion level’™ In this paper, a new neural network model,
feature-adaptive adaptive resonance the@RT), based

proceduré® and is employed widely in object recognition

taskst''2 More recently, fuzzy ART has been further de-

on the fuzzy ART network, is proposed. The conventional yeloped into ARTMAP and ART-EMAP networks for ob-
fuzzy ART is modified into a self-organizing network not ject recognitiont>'* In the next section, ART1, which is
only at the output layer and the weights but also at the inputthe fundamental of the ART system, is reviewed.

Paper NNT-04 received Jan. 20, 1997; revised manuscript received Mar. 3, 1997;

accepted for publication Mar. 5, 1997.
1017-9909/97/$10.00 © 1997 SPIE and IS&T.

21 ARTI1

The ART1 system, as described by Carpenter and

Grossberd, consists of two elements, attentional and ori-
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Attentional subsystem Orienting subsystem

F, layer

Top-down weights
w;; and Bottom-up

weights w;, @
E layer /
Fig. 1 ART1 system.
enting subsystemgsee Figure L The attentional sub- In the resonance state, the system starts to learn from the

system has two layer$;; andF,, whereF; is the input  current input. In ART1, because all the data are binary, the
layer andF, is the output layer. The nodes in the different following fast learning is operated:

layers are fully connected as every node in Fheor F,

layer is connected to all the nodes in the other layer. TheW [*"=1Nw §' 2
pathway(weight from thei’th node in theF; layer to the

j'th node in theF, layer isw;; and is called bottom-up ~Where the symboh is the logical AND operatof. The
weight. The weight from th&th node in theF, layer to the ~ bottom-up weights are also changed so that the pathway
j'th node in theF , layer iSVNVij . which is one element in the between two nodes in either bottom-up or top-down is the
top-down vector. The vigilance parametgrin the orient- ~ Same. , , o

ing subsystem decides whether the system goes into the [N the reset state, the current winner is prohibited by the

resonance state or reset state. Its function will be introducecfyStem and will never be the winner for the current input.
later. The bottom-up vector is sent t6, layer again, and the

For a given binary input data, say-(ay, . . . ,a,,) (that “winner takes all” and matching procedures are repeated.
is, bottom-up vector passing through the bottom-up path- Thg procedure is repeated until one of the following sce-
way (w;;), an input for theF, layer of the form given in ~ Narios Occurs:

Eq. (1) is generated, < A winner is found with a matching degree greater than

or equal to the vigilance parameter, and the system
goes into the resonance state.

M
TJ-(I)=E1 aw;; (€N) * None of the nodes in thE, layer can match the rule.

Then a new node is inserted into thg layer as the
output of the system. This implies that the current in-

whereT;(I) is the input of thg'th node in theF layer. In P;stoliaang:v; Ig?nd of object, and the system goes into
the F, layer, a temporary “winner” node is chosen based gan. )
on the “winner takes all rule.® It means that only the * All the memory of the system is used up, and the
pixel having a maximum input is chosen as the winner. system stops working.
While it is selected, only the winner is active and all the
other nodes are inactive.

Let us assume that nodeis chosen as the winner node.
The current winner then goes back to thelayer through

From the description above, it can be observed that the
ART network has many characteristics that are unique
among other learning schemes:

the top-down pathway. In the; layer, the top-down vector « ART constitutes an unsupervised learning scheme.
of node J, which isw;, is matched with the bottom-up The system self-organizes its bottom-up, top-down,
vector (input vectoj. The degree of match is sent to the and output nodes during the classification. Other sys-
orienting subsystem. A match is compared to a preset tems need previously fixed answers for all the possible
thresholdp. If the degree is greater than or equal to the inputs.

threshold, then the current winnégiis recommended as the « ART can work in a nonstationary circumstance. It can

output of theF, layer, and the system goes into a resonance also assign the unpredictable input to a new class and
state. Otherwise, a reset wave is generated, and the system protect the previously learned information from con-
goes into the reset state. tamination. An unexpected input to some neural net-
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work systems can wipe out their prior information,
which makes them impracticable in real circum-

stances.

The ART network is, therefore, a powerful tool in real-time
object recognition capable of dealing with binary inputs.
The limitation of binary inputs has been solved in ART2
and ART3, however, the computational complexity of
ART2 and ART3 prevents them from being used widely.
Fuzzy ART, with its capability to cope with analog data,
was consequently developed as a reliable and easily imple
mented network® Fuzzy ART keeps the structure of
ART1, but employs the fuzzy rather than crisp logica

If the J'th node is chosen as the “winner” in the first
instance, it is changed from an uncommitted node to a com-
mitted node when the next input data is presented.

Resonance or reset. When a node is chosen as the
“winner,” a match parametem is calculated as:

|1 Ow|
m=——— (7)

indicating the degree of match between the input vector and

| the top-down vector. The match parameter is compared to

rules. The fuzzy rules in the computation make it possiblethe vigilance parametes. If m=p, the system goes into

to process the continuous data.

2.2 Fuzzy ART

the resonance state, otherwise, it goes into the reset state.
In the resonance state, the network starts to learn the
current input adaptively as:

Fuzzy ART has the same network structure as ART1 but itw)®"= g(1 Ow3') + (1— g)w3". (8)

incorporates a fuzzy set computational theory in the pro-

cessing steps. Some definitions, concepts, and notations rex fast learning occurs when the learning parameter is equal

garding fuzzy ART are now given.

Input vector.  The input vector is aiM-dimensional vec-
tor of real values|=(l4,...,ly), wherel;e[0,1], and
i=1,... M.

Weight vector.

initial values of all the weights are set to unity.0).

Committed and uncommitted nodes. A node in the

The top-down and bottom-up vectors
and their definitions are maintained in the Fuzzy ART. The

to unity (1.0). The weight therefore learns from the input as
much as possible. Usually, for an uncommitted node, the
learning parameter is set to unity.0). Once, it becomes a
committed node, the learning parameter is taken as
B<1.0. This technique is called fast commitment option. It
ensures that the system can learn a new kind of input
quickly as all the weights are greater than or equal to the
components in the input vector. The current input can be
fully “caught” in this case based on E¢5). When there is

an input whose winner in the, layer is a committed node,

F, layer is said to be committed if it has been chosen as theth® System records it slowly without sweeping the existing

output of the system, otherwise, it is termed uncommitted. M

Parameters.
ART system, namely:

« choice parametes>0,

* learning paramete® e [0,1],

« vigilance parametegr € [0,1].
Category choice.
produce an output based on one of the nodes inRhe

layer; the “winner.” The choice of the “winner” is calcu-
lated as:

_ |1 0w 3
! a+|Wj|
Ty;=maxT;:j=1,... N} (4)

whereT; is the input of thej’th node in theF, layer. The
bottom-up weight isv; . The symbol ‘7" is the fuzzy and
minimum operatof® which is defined as:

(xOy);=min(x; ,Y;) (5)

and the norm {|” operator is defined as:

M
X=2, . (®)

There are three parameters in the fuzzy

For each input vector, the system will

emory. After learning, the bottom-up and the top-down
weights between two nodes are kept unchanged.

In the reset state, a reset wave is generated by the ori-
enting subsystenisee Figure L It prohibits the current
“winner” from being active again. The winner’'s output is
always equal to minus one—(1.0) for the current input.
The system starts to learn the input again the same way as
ARTL1. All the prohibited nodes can revive only after the
occurrence of resonance.

Input normalization option.  The proliferation problem
described by Mooré&® in which the weights of the ART
system are eroded when a large number of inputs with dif-
ferent norms are introduced, is resolved in fuzzy ART in
two ways. The first method is to normalize all the inputs
before they are sent to the system, that is:

a

I=—.
|l

9)

The other option is called complement coding. This tech-
nigue realizes the normalization without losing the infor-
mation of the amplitude. A vector has its on-response and
off-response in the system. The on-response is defined as
itself, and the off-response is defined as:
a’=1-a,. (10)

In Eg. (10), & is the component of the off-response vector.
In this situation, the input vectdris constructed as:
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I=(aa)=(ai,...au,a5,....ay) (12) I Output
whereM is the number of on-respongeff-responsgcom-
ponents in the input vector. It can be easily concluded that: @) O *
M
I=2 (ai+ah)=M. (12
®) O
If the input vector is made of binary data, fuzzy ART will
be equivalent to ARTL1. In this paper, fuzzy ART is further F

developed into a feature-adaptive ART, and the new
scheme is exploited to accomplish the classification task.

Self-organizing
3 Wavelet/Neural Network in Texture input layer
Classification
A new wavelet/neural network system is proposed to ac-
complish the texture recognition task. In this scheme, there Images
are two layers: a Gabor wavelets system that extracts the

space/spatial-frequency features of the input texture im-
ages, and the feature-adaptive ART neural network that
processes the extracted feature vectors to perform the

classification/recognition task. , ,
Output= VRGytputt Toutput

3.1 Feature Extractor Module In Eq. (14), the Ryyiput andl oyputs respectively, represent

The wavelet/neural network system is motivated by the pre-the response of the real and imaginary parts of the Gabor
attentive and attentive processes of the human visual sysfilter pair. The mean of the outputs of one filter pair at
tem. The first layer simulates the feature extraction taskdifferent positions is stored as one feature of the texture. In
performed by the simple cells found in the visual cortex, Other words, every filter pair is employed to capture one
while the neural network layer is more akin to the higher feature of the texture. For each texture, a mult|d|_men5|onal
level cognition processes performed by the brain. Gaborfeature vector is constructed based upon the filters used,
wavelets have been shown to resemble the receptive fieldtnd for every new input image, the same set of filters is
profile of the simple cell§” and are capable of texture Used to construct the feature vector.
feature extractioh:?*°® Gabor wavelets have been used as ) ) o
the feature extractors in the proposed System_ 3.2 Feature-Adapt/Ve ART in Texture C/aSSIflcal‘lon

The Gabor wavelets used for image feature extractionSeveral proposed classification methods have been proven
are exactly like those used in Ref. 1 and are defined as: to be effective in the post-processing of the feature
vectorst?°However, they mostly reflect the human knowl-
edge view, rather than the neurological structure of the hu-
man visual system and the brain. Neural networks are cur-
rently regarded as the closest artificial structure to the

Fig. 2 The wavelet-neural network system.

(14

Cx2+y?
h(x,y):exp{—oz21 2y

-exfd jmal(x cos 6

+y sin6)] (13 human brain. Since the main aim in this work is to develop
) an artificial vision system motivated by some of the known
where a=1V2, [=0,1,2,..., and 6=Kkn/N, mechanisms in the human visual system, a neural network

N=0,1,2,...,k=0,1,2,...N—-1.

The four orientations used in the work reported in this
paper are Os/4, w/2, and 37/4. The choice of the fre-
quency components is, however, adaptive. Initially,jtie ~ and the possibility of real-time operation.

Eq. (13) is chosen as zer¢0). Therefore, at first, four Some modifications, however, have been made to the
wavelets are used resulting in a feature vector with four conventional fuzzy ART to add a new self-organization ca-
components representing four orientations and one fre-pability at the input layer; this addition turns out to make it
quency. As the system develops, the family of the waveletsmore robust to noisy inputs. In a network with a fixed input
is enlarged by adding more frequencies. layer, the possibility of acquiring more features to discrimi-

The Gabor wavelets are used to construct a bank of spahate a noisy input is obviated. The new structure of the
tial domain filters. Each filter is made of a pair of filters that neural network is depicted in Figure 2. Two new counters,
are the real and imaginary part of the complex sinusoid. For“|” and “ E,” which keep track of the number of inputs

is chosen as the high-level processing module. The selec-
tion of the fuzzy ART among the numerous other neural
network architectures is due to its self-organizing property

each image, severé&l00 is chosen in this papepixels are

and errors of the system, respectively, are added to the

picked for consideration, and the filter pairs are convolved fuzzy ART system. A special node in tig layer, denoted

with the texture in these positions. The output of a filter
pair is calculated as:
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“Er” in Figure 2 will be introduced later in Eq(16). At the end of these steps, the system checks the content

Other structures in thE, andF, layers, such as top-down ©Of the counters. If the number in the input counter is
and bottom-up weights, and the reset wave in the orientingsmaller than a threshold value, for example 200 in this
system(“ p” in Figure 2) are the same as in the conven- WOrk, the system prepares for the next input, otherwise, it
tional ART. The calculation rule in the fuzzy set member- looks at the error ratider, which is given as:
ship theory is retained. The fundamental knowledge of the
inputs is provided by initially introducing several feafcure number of errors
vectors of each texture to the system and is stored in theEr= . ) (16)
bottom-up and top-down weights. number of inputs

With each new input, the input counter is incremented.
As aforementioned, the input to 'the 'network is the feature The value ofEr is compared to a preset threshabt by
vector (with four components which isF={f,,f;,f3fs}  the usey that satisfies the system requirementsEff is
and computed as the output of the Gabor wavelets systemsmaller than some thresha82% in this work, the system
Each feature vector is normalized according to 8).as:  resets both counters to zero, otherwise, the system goes into

a self-organizing state. The threshold here is set as 92%
: because that is the highest accuracy of classification in the
|

~ f
fﬁﬂ (15 test of four featuregrefer to the results in Table)2it will
i ensure the system self-organizes its input at least once. If
the threshold level is set to the maximuyire., 100%, the
wherei e [1,4]. Complement coding, as shown in Efj1), system will self-organize too frequently and may not reach
is also applied to the input, thus the input vector has four the desired accuracy. If, on the other hand, the threshold
on-response and four off-response, which is levelis too low, the system will temporarily be stable until

F={fy,f,,f5 .S 75,65, Where?ic=1.0—fi . This it cannot satisfy the requirement of the user, whereupon it

will eliminate the detrimental effects of contrast variance of S€l-organizes.

the input images and the proliferation of the weights as " the sel-organizing state, the system increases the
described in Ref. 15. number of wavelets; one more frequency component is

The input vecto then passes through the bottom-up added to the Gabor wavelets family each time. Hence, in

th dat : . ted inF Eq. (13), j equals 0 and 1. The new frequency is always
pathway, and a temporary winner 1S generated In he one octave above the existing ones in the system. Nodes in
layer according to Eq93) and (4). Each node in thé,

| | ind f the “shape” h | “Shane” the F, layers of the neural network and the bottom-up and
ayer is an index of the "shape” vector. The real "shape” , jown weights are increased accordingly. All other pa-
of the vector is in its top-down weights. The top-down

; . X rameters in the system are retained. Samples from each
weights of the temporary winner are compared to the inputygyy e are tested during the training of the new system.

by the match paramet¢Eq. (7)]. If m=p, the system en- Increasing the number of features improves the discrim-
ters a resonance state, otherwise, it goes to reset state. ThRapility of the feature set, thereby leading to a more accu-
value of the vigilance parametgris preset to be very high 516 classification. The misclassified images are grouped
(more than 0.95 normally This ensures that the inputs can- tqgether; this reflects the procedure in human post-natal
not be classified into wrong groupsHowever, the choice development in which the visual system of a new born baby
of a high vigilance parameter may cause a problem by gen-is far |ess developed than that of an adult. As time goes on,
erating excessive classes of textures for the same textureg,e post-natal development fine-tunes the visual system,
captured in slightly different environment. This problem s enabling it to detect and recognize many more objects.
will be resolved in the_ proposed system by increasing the grom the computational point of view, the proposed system
feature components in the feature vector at the self-is efficient as it increases the components stepwise.
organizing stage. From the ongoing description, it is clear that the pro-

When a resonance occurs, the system starts to learn fronyosed feature-adaptive system is distinct from the fuzzy
the input data. The learning parameter in Eg).is set as  ART proposed in Ref. 10. In the ART system proposed by
0.5. This protects the. previously learned ir_1formation in the Grossberg and Carpentsit the system can self-organize
system from being wiped out by the new input. the nodes only in the output layer, and top-down and

When the top-down vector fails to match the input vec- ptiom-up weights. However, in some cases, the features in
tor, the system Wlll_go to the reset state ar_ld stops the searchy,e input layer may not be adequate in differentiating vari-
for the matched winners in thé, layer. This is due to the  gys textures; for example, two different textures may have
fact that the temporary winner in ttfe, layer is the one  the same frequency and orientation in some degree. In the
that is most similar to the input vector by the “winner takes proposed system, however, the input of the system as well
all” theory. If the winner fails, it is intuitive that no other as the output layer are extended as the test cases are ex-
vectors(node$ will win, otherwise, the new winner should  panded. This is akin to the human visual system where the
be the winner in the first place. Hence, termination of the feature detectors undergo a stepwise refinement as the ex-
search process saves time and calculation without affectingperiences increase. Post-natal development is essential to
the normal functioning of the system. The reset wave fromthe construction of the visual system. In the proposed
the orienting subsystem excites the error node inRkhe  scheme, the system is enlarged as more failures occur. It
layer. The system produces a signal that signifies its inabil-self-organizes not only the output layer but also the input
ity to recognize the current input, and at the same time thelayer. This is a crucial difference between the conventional
error counter is incremented. ARTs and the one proposed here.
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Fig. 3 Some texture images.

The results of experiments, presented in Section 4, show200 inputs. In each test, the threshold Eor is set as 1.0,
that the new system is capable of coping with situations inso as to ensure that the system self-organizes after 200
which it is desirable to have a variable number of input samples. The improvement obtained with the new system
features. A system with a fixed number of features obvi- can be attributed to the extension of the input as well as the
ously cannot perform effectively as the number of test output layer during the self-organization process.

cases expands. The performance of the proposed system is compared to
that of the fixed ART(three feature vector sizes are used: 4,
4 Results and Discussion 8, 12. Table 2 summarizes the comparison. The first col-

Fifty natural textures from the Brodatz albdfiare used in ~ Umn in Table 2 indicates the number of groups of images
testing the proposed system. Some of the textures ar(yseq, and the second column is the a_lccu_racy_of the classi-
shown in Fig. 3. Twenty samples of each texture are Cap_flcatlon (the size of the feature vector is given in parenthe-
tured by a CCD camera under varying environments thatSiS obtained via the feature-adaptive ART. The third,
include changing orientations and background lighting, andfourth, and fifth columns summarize the accuracy of the
different distances between the camera and the texturestlassification obtained by using the fixed ART with feature
The samples are all 256256 pixels images quantized to vector size of 4, 8, and 12, respectively. The reader’s atten-
256 gray levels and stored separately. Images from thetion is drawn to the fact that as the number of groups of
same texture are grouped together; there are therefore fifty
groups of images. o
. . ... Table 1 Accuracy of the classification before and after self-

RQSUltS n _Table, 1 show the results of f",’e t_eStS with organization (numbers in parenthesis are the number of features
1000 images in which the accuracy of classification before ysed in the test).
and after self-organizing are compared. The accuracy of:

classification is defined as the number of the images that Before self-organizing After self-organizing
are classified correctly out of the number of the total input

images. Eight features are exploited in the “before self- Test1 0.90 (8) 0.94 (12)
organizing” tests, while twelve features are used in the Test 2 0.92 (8) 0.95 (12)
“after self-organizing.” The improvement obtained is evi- Test 3 0.84 (8) 0.89 (12)
dent when the last two columns of the table are compared.test 4 0.87 (8) 0.92 (12)
Two hundred randomly selected texture images are used ifrest 5 0.91 (8) 0.93 (12)

each test because the system checkSiitgalue after every
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Table 2 Comparison of the classification accuracy of the feature- applied to obtain the space/spatial-frequency characteristics
adaptive and fixed-feature systems (numbers in parenthesis are the of the texture images. It “simulates” the low-level feature
number of features used in the test). . . o .

extraction function in the human visual system. Feature-
adaptive ART, a self-organizing neural network, is ex-

Number of Adaptive Fixed Fixed Fixed

groups feature feature feature feature ploited as a classifier “simulating” the learning and cogni-
tion processes. The proposed system is tested extensively

10 0.92 (4) 0.92 (4) 0.95 (8) 0.96 (12) through the presentation of up to 50 natural textured images

20 0.91 (4) 0.91(4) 093(8) 0.94(12) from the Brodatz albunt® A stable classification rate of

30 0.92 (8) 0.83(4) 092(8) 0.93(12) about 93% is achieved with extremely compact feature vec-

40 0.90 (8) 071(4) 090(8) 0.92(12) tor and efficient r_eal-time proc_:essing. The system outper-

50 092 (12) 065(4) 083(8) 092 (12) forms all the previous generations of the Gabor based tex-

ture classification methods. The results show that the
wavelet/neural network system is a promising technique in
the artificial vision research area.

textures used in the test increases, the accuracy of the fixed
ART decreases while that of the feature-adaptive ART is
maintained. The feature-adaptive system self-organizes it- Acknowled,
self. In the test with fifty groups of textures, up to twelve cknowledgment

features are used, corresponding +00,1,2in Eq(13) and  Thjs work was supported by a grant from the Industrial
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